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Abstract
Background  Since the outbreak of the coronavirus disease (COVID-19) in 2019, caused by SARS-CoV-2, the 
disease has become a global health threat due to its high infectivity, morbidity, and mortality rates. With China’s 
comprehensive relaxation of pandemic control policies in 2022, the risk of infection for nursing personnel has further 
increased.

Objectives  This study aims to identify risk factors associated with depression among nursing staff during the full 
reopening of COVID-19 in China in 2022 and to construct a predictive model to assess the risk.

Methods  From December 9, 2022, to April 6, 2023, a cross-sectional study was conducted in three hospitals in 
Anhui Province, including 293 nursing staff. The research subjects were divided into a depression group and a non-
depression group, and SPSS 23.0 software was used to analyze the data of both groups. We developed four predictive 
machine learning models: logistic regression, support vector machine, extreme gradient boosting machine (XGBoost), 
and adaptive boosting (AdaBoost). The development and validation of these models utilized open-source Python 
libraries such as Scikit-learn and XGBoost. The models were trained and validated using a 10-fold cross-validation 
method, and the final model selection was based on the area under the receiver operating characteristic curve (AUC).

Results  The AUC values for the logistic regression, SVM, Logistic, XGBoost, and AdaBoost models were 0.86, 0.88, 0.95, 
and 0.93, respectively, with F1 scores of 0.79, 0.83, 0.90, and 0.89, respectively. The XGBoost model demonstrated the 
highest predictive accuracy. However, the study’s findings are limited by the small sample size and single location, 
and further validation is needed to confirm the model’s generalizability. The extreme gradient boosting machine 
model, tailored for common risk factors among Chinese nursing staff, provides a powerful tool for predicting the risk 
of depression.

Conclusion  This model can assist clinical managers in accurately identifying and addressing potential risk factors 
during and after the full reopening of COVID-19. Since the working environment and stress factors faced by nursing 
staff may vary across different countries, the research findings from China can promote international exchange and 
cooperation in the management of mental health among nursing staff, advice future research should focus on larger, 
multi-center studies to validate the model’s performance and explore additional risk factors.
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Introduction
SARS-CoV-2 is the pathogen responsible for the 2019 
corona-virus disease (COVID-19), which is highly con-
tagious, with high incidence and mortality rates. Glob-
ally, COVID-19 has become a significant health risk. The 
World Health Organization quickly declared COVID-19 
a global pandemic. As of January 2021, there have been 
approximately 98 million confirmed cases and 2 million 
deaths worldwide. This has placed a tremendous bur-
den on medical institutions, particularly on healthcare 
workers. As front-line medical providers for COVID-
19 patients, nurses are at a higher risk of infection. In 
China, the government has implemented a series of epi-
demic prevention measures, including personal isolation, 
nucleic acid testing, the use of Chinese antigen testing, 
vaccination, social distancing, and mask-wearing [1]. 
However, on December 27, 2022, the National Health 
Commission of China issued a comprehensive lifting 
notice, advising individuals to conduct routine nucleic 
acid monitoring and temperature checks only when their 
body temperature exceeds 38.5 degrees Celsius [2]. The 
new round of infection peaks has led to a severe shortage 
of medical resources, a lack of medical staff, and signifi-
cant adjustments in the medical work environment.

As the main force on the medical front-line, nurses 
have faced a significant increase in COVID-19 infec-
tions following the full outbreak of the pandemic. While 
caring for COVID-19 patients, nurses also face ongo-
ing infection risks. Relevant data shows that after the 
full implementation of COVID-19 prevention measures, 
the number of infected nurses has shown a significant 
upward trend, and infected nurses exhibit more pro-
nounced psychological health issues [3]. Depressive 
symptoms, as a typical manifestation, have been found in 
previous studies [4, 5]. However, existing research mainly 
focuses on the psychological emotions of nursing staff 
during COVID-19 and their influencing factors, with a 
focus on medical staff as a whole rather than specifically 
on nurses. It is crucial to accurately assess the depres-
sion risk of nurses at different stages and provide targeted 
intervention measures, especially during multiple public 
health emergencies.

Previous studies have confirmed that machine learn-
ing methods can be effectively used for risk monitor-
ing. For instance, a study utilizing data from the United 
States National Health and Nutrition Examination Sur-
vey (NHANES) from 2011 to 2018 employed machine 
learning models to identify risk factors for depression 
[6]. Another study during the COVID-19 pandemic 
used machine learning methods to study mental health 

disorders among nurses in the Asia-Pacific region, with 
an accuracy exceeding 0.784 [7]. However, comprehen-
sive research on the risk factors for depression among 
nurses after the full lifting of restrictions is still lacking.

Developing personalized depression risk prediction 
models using machine learning models to accurately 
identify the depression risk of nurses after the full lifting 
of COVID-19 restrictions aims to provide an additional 
diagnostic method for nurses after the full implementa-
tion of COVID-19 and to alleviate the depression risk of 
nurses. This study aims to fill this gap by identifying key 
risk factors and constructing a predictive model to assess 
the risk.

Methods
Research design
This quantitative, cross-sectional study utilized an online 
survey tool.

Sample and setting
Participants in this study are clinical nurses from hos-
pitals of different levels in Hefei City, Anhui Province. 
As the central area of Anhui Province, Hefei had a total 
population of 9.634 million by 2023, with the number of 
nurses exceeding 3,000. The three hospitals involved in 
the study are: first-level hospitals (with fewer than 100 
beds), second-level hospitals (with fewer than 500 beds), 
and third-level hospitals (with more than 1,000 beds). 
Nurses included in the study had to meet the following 
five criteria: (1) registered nurses with a valid license; (2) 
clinical nurses; (3) employed at their current employer 
for at least six months; (4) working in the hospital during 
the period when COVID-19 restrictions were fully lifted; 
(5) consented to participate in the study. The sample size 
was determined using GPower software(Version 3.1.9.7). 
An anonymous online survey was conducted through the 
Wenjuanxing platform. The questionnaire was distrib-
uted to nurses via WeChat. The calculation was based on 
the following parameters: an effect size of 0.3 (consider-
ing the moderate effect size for detecting differences in 
depression prevalence between groups), an alpha level of 
0.05, and a power (1 -β) of 0.80. These parameters were 
chosen based on recommendations from prior studies 
on sample size estimation for cross-sectional surveys, 
particularly those involving mental health outcomes [8, 
9]. The estimated sample size required for the study was 
268 participants. However, to account for potential non-
response and data loss, we initially distributed 500 ques-
tionnaires. Initially, 500 questionnaires were distributed, 
with 324 nurses responding, yielding a response rate of 

Clinical trial number  Not applicable, because of this article belongs to cross-sectional study.

Keywords  Depression, COVID-19, Full reopening, Machine learning, Risk factors, Cross-sectional study, Python



Page 3 of 11Qi and Huang BMC Nursing          (2025) 24:368 

64.8%. After excluding invalid questionnaires, a total of 
293 valid questionnaires were obtained, with a validity 
rate of 90.4%. All participants were allowed to partici-
pate in the study. The study was conducted in accordance 
with the ethical principles laid out in the Declaration of 
Helsinki [10]. The research protocol was approved by the 
Research Ethics Review Committee of Anhui Medical 
University (Ethical approval number: EYLL-2021-018). 
All participants were informed of the study’s purpose, 
methods, potential risks and benefits, and their right to 
withdraw at any time without penalty. Written informed 
consent was obtained from all participants prior to their 
involvement in the study. The study ensured the protec-
tion of participants’ privacy and confidentiality of their 
personal information.

Instrument
The severity of insomnia was assessed using the Insom-
nia Severity Index [ISI) scale, which was developed by 
Chung, Kan, and Yeung in [11]. It is used to evaluate an 
individual’s subjective experience of insomnia over the 
past two weeks. The scale consists of 7 items, with each 
item scored from 0 to 4, and the total score ranges from 0 
to 28. The higher the total score, the more severe the indi-
vidual’s insomnia, divided into four levels: no significant 
insomnia (0–7 points], sub-threshold insomnia (8–14 
points), clinical insomnia (15–21 points), and severe 
insomnia (>21 points). In related studies, the Cronbach’s 
alpha coefficient of this scale is 0.891.indicating good 
reliability [11]. The Perceived Stress Scale-10 (PSS-10) 
was used to assess the stress levels of the subjects, trans-
lated by [12]. The scale consists of 10 items, scored on a 
5-point scale, with the numbers 1 to 5 corresponding to 
“never,” “sometimes,” “occasionally,” “often,” and “always,” 
respectively. The higher the individual’s total score, the 
greater the perceived stress. In related studies, the Cron-
bach’s alpha coefficient of this scale is 0.761.

Despite the Cronbach’s alpha coefficient of the PSS-10 
scale being 0.761, which is slightly lower than the com-
monly accepted ideal value (≥0.8), the scale has been 
widely used in mental health research and has demon-
strated good reliability and validity across multiple cul-
tural contexts [13, 14].

End events
The Patient Health Questionnaire-9 (PHQ-9) was used to 
assess the depressive status of the study subjects [15]. The 
PHQ-9 questionnaire is used to evaluate the frequency 
of depression in patients over the past two weeks. The 
questionnaire consists of 9 items, each scored from 0 to 
3. Here, 0 represents “none,” 1 represents “several days,” 
2 represents “more than half the days,” and 3 represents 
“nearly every day.” The total score ranges from 0 to 27, 
with a cutoff point of 10 for depression. In this study, 

based on the PHQ-9 scale scores of the subjects, 23 sub-
jects with scores above 10 were included in the depres-
sion group, and the remaining 270 subjects were placed 
in the non-depression group.

Construction of the data set
This study included a total of 293 patient samples, with 
7.85% belonging to the depression group. Considering 
that in binary classification tasks, a ratio of negative to 
positive samples close to 1:1 in the dataset can effectively 
prevent sample-induced bias. Therefore, to enhance the 
model’s final predictive accuracy, this study employed 
Adaptive Synthetic Sampling (ADASYN) technology to 
address the issue of class imbalance. Compared to tradi-
tional random oversampling methods, ADASYN not only 
balances negative and positive samples but also reduces 
the occurrence of overfitting [16]. Moreover,each con-
tinuous variable was scaled using Z-score transforma-
tion to enhance the stability of the predictive model [17]. 
After preprocessing the raw data, the final dataset con-
tained 540 samples(In the original dataset, the sample 
ratio between the depression group and the non-depres-
sion group was severely imbalanced (7.85% vs. 92.15%). 
To enhance the model’s predictive power and general-
izability, we employed the ADASYN technique to per-
form oversampling on the data. ADASYN increases the 
number of minority class samples by synthesizing new 
samples, bringing their count closer to that of the major-
ity class. As a result, we generated a balanced dataset of 
540 samples (270 samples in the depression group and 
270 in the non-depression group). This method not only 
balanced the dataset but also reduced the bias caused by 
the initial sample imbalance): 270 negative samples (non-
depression group patients) and 270 positive samples 
(depression group patients). The dataset was randomly 
stratified into training and testing sets with a ratio of 7:3. 
according to relevant studies, a 7:3 ratio can effectively 
balance the needs of model training and evaluation when 
dealing with small sample data [18]. The training set was 
used for model selection, construction, and hyperparam-
eter tuning, while the testing set was used to evaluate the 
final model.

Model establishment and evaluation
In the field of machine learning, predicting which algo-
rithm performs best often requires experimental vali-
dation. Therefore, this study employed four different 
algorithms to train common machine learning (ML) 
models, including logistic regression, support vector 
machines (SVM), extreme gradient boosting (XGBoost), 
and adaptive boosting (AdaBoost). The development and 
validation of these models utilized open-source Python 
libraries such as Scikit-learn and XGBoost. This study 
used a 10-fold cross-validation method to select the 
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model, by dividing the training set into 10 non-overlap-
ping parts, with 9 parts used for model training and 1 
part used as internal validation data, a process repeated 
ten times. k-fold cross-validation is a standard technique 
for assessing model performance, and it is more reliable 
than simply holding out a validation set by providing 
information about performance variability [19]. During 
the training process, grid search was used to optimize 
the model’s hyperparameters, and the final model selec-
tion was based on the evaluation criterion of the area 
under the receiver operating characteristic curve (AUC). 
Finally, the successfully trained models were indepen-
dently evaluated on the test set, with accuracy, sensitivity, 
and specificity calculated based on the confusion matrix. 

The predictive performance of the models was compre-
hensively assessed through the AUC value.

Ethical considerations and data collection
The Medical Research Ethics Committee of Anhui Chil-
dren’s Hospital (Ethical approval number: EYLL-2021-
018) approved this study. The survey was designed to 
connect with a nurse working group through WeChat 
in several hospitals. WeChat has achieved a penetration 
rate of 93% in first-tier cities. Nurses clicked the link to 
access the survey page. All participants were required to 
select the option “Yes, I have informed consent and am 
willing to participate in this study” or, if they did not wish 
to participate, click “No, I don’t have informed consent 
and am unwilling to participate in this study.” All partici-
pants were assured that their privacy would be protected 
in this study. To ensure a high response rate, the survey 
will be sent to participants once a week. The survey was 
conducted from December 2022 to April 2023 and was 
completed once the COVID-19 prevalence dropped to 
safe levels.

Statistical methods
To ensure the robustness and interpretability of our find-
ings, we employed a combination of statistical analy-
sis and machine learning techniques. Initially, we used 
SPSS 23.0 software to conduct descriptive statistics and 
preliminary analyses. For measurement data that were 
skewed, we expressed them as Median (IQR) and used 
the Mann-Whitney rank sum test to compare groups. 
For count data that were skewed, we expressed them as 
cases (%) and used the chi-square test or Fisher’s exact 
probability method to compare groups. These statistical 
tests were crucial for identifying significant differences 
between groups and for selecting relevant features for 
subsequent machine learning modeling. A p-value of less 
than 0.05 was considered statistically significant.

Results
A total of 293 clinical nurses, with a median age of 32.00 
(interquartile range: 29.00–36.00), were included in this 
study, with females accounting for 99.32%. The research 
subjects had a mean age of 10.00 (7.00, 14.00) years, 
with 132 (45.05%) holding junior professional titles, 149 
(50.85%) holding intermediate professional titles, and 12 
(4.10%) holding associate or senior professional titles. 
The description of other baseline data is detailed in 
Table 1.

Comparison of baseline data between the depressive and 
non-depressive groups
Compared with the non-depressive group, patients in 
the depressive group had higher total Insomnia Sever-
ity Index (ISI) and Perceived Stress Scale (PSS) scores. 

Table 1  Baseline data of research subjects
Characteristic N = 293
Gender
  Man 2 (0.68%)
  Female 291 (99.32%)
Age
  Median (IQR) 32.00 (29.00, 

36.00)
Title
  Primary 132 (45.05%)
  Intermediate 149 (50.85%)
  Senior or Positive height 12 (4.10%)
Year of working
  Median (IQR) 10.00 (7.00, 

14.00)
Habitation
  Rural or Township 4 (1.37%)
  City 289 (98.63%)
whether seek psychological assistance during the 
epidemic
  No 288 (98.29%)
  Yes 5 (1.71%)
Taken any psychotropic drugs before
  No 284 (96.93%)
  Yes 9 (3.07%)
Entered or passed through high-risk areas in the 
past month
  No 272 (92.83%)
  Yes 21 (7.17%)
Isolation location
  home quarantine 165 (56.31%)
  Hospital isolation 128 (43.69%)
Whether depression
  No 270 (92.15%)
  Yes 23 (7.85%)
ISI count
  Median (IQR) 6.00 (1.00, 8.00)
PSS count
  Median (IQR) 16.00 (12.00, 

18.00)
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Additionally, a higher proportion of them had previously 
taken psychotropic drugs and had been isolated from 
hospitals, showing statistically significant differences 
(P < 0.05). Please refer to Table 2 for details.

Comparison of baseline data between the training and 
validation sets after sample equalization processing
After sample equalization using ADASYN technology, 
the dataset contains 540 samples: 270 negative samples 
(i.e., non-depressive patients) and 270 positive sam-
ples (i.e., depressive patients). The data set is randomly 

stratified into a training set (n = 378) and a testing set 
(n = 162) in a ratio of 7:3. The comparison of baseline 
data between the two groups showed no statistically sig-
nificant difference (P > 0.05), indicating homogeneity, as 
illustrated in Table 3.

Model selection and establishment
After 10-fold cross-validation on the training set, the 
AUC values of each model based on logistic regres-
sion, SVM, Logistic,XGBoost, and AdaBoost were 0.86, 
0.88, 0.95, and 0.93, respectively, as shown in Table  4 
and Fig.  1-A. Therefore, XGBoost was used as the final 
model for training on the complete training set. After 
grid search optimization, the main hyperparameters of 
the XGBoost model were determined. These include the 
objective (optimization objective function = binary: logis-
tic), learning rate (learning rate = 0.3), max depth (maxi-
mum tree depth = 4), min child weight (sum of minimum 
bifurcation weights = 2), and reg lambda (L2 regulariza-
tion coefficient = 1).

Model evaluation and feature screening
On the test set, the confusion matrix analysis of the 
XGBoost model demonstrated its strong predictive 
power. The model had an AUC value of 0.92, an accuracy 
of 85%, a sensitivity of 84%, a specificity of 91%, a posi-
tive predictive value of 83%, a negative predictive value 
of 88%, and an F1 score of 0.84. Figure 1-B presents the 
ROC curves of the XGBoost model on both the training 
and test sets. Figure 2 shows the top 5 input variables that 
most significantly impact the predictive accuracy of the 
XGBoost model. These variables include the overall Per-
ceived Stress Scale (PSS) scores of the subjects, years of 
work experience, overall Insomnia Severity Index (ISI) 
scores, age, and place of isolation. These factors have sig-
nificant clinical importance in predicting the depression 
risk of the subjects.

In Fig. 1-A of the training set, the AUC values for the 
SVM, Logistic, XGBoost, and AdaBoost models were 
0.86, 0.88, 0.95, and 0.93, respectively. Based on these 
results, XGBoost was chosen as the final model due to its 
highest AUC value and was trained on the entire training 
dataset. In Fig. 1-B of the test set, the confusion matrix 
analysis of the XGBoost model revealed the following 
performance metrics: an AUC value of 0.92, an accuracy 
of 85%, a sensitivity of 84%, a specificity of 91%, a posi-
tive predictive value of 83%, a negative predictive value 
of 88%, and an F1 score of 0.84. Additionally, Fig. 1-B also 
presents the ROC curves of the XGBoost model for both 
the training and test sets.

Figure 2 identifies the five most influential input vari-
ables on the XGBoost model’s predictive accuracy, which 
are crucial for assessing the risk of depression among the 
subjects. These key variables comprise the subjects’ total 

Table 2  Baseline data comparison between the non-depressive 
and depressive groups
Characteristic Non-depres-

sion group, 
N = 2701

Depres-
sion group, 
N = 231

P2

Gender >0.999
  Man 2 (0.74%) 0 (0.00%)
  Female 268 (99.26%) 23 (100.00%)
Age 0.689
  Median (IQR) 32.00 (29.00, 

36.00)
31.00 (30.00, 
35.00)

Title 0.803
  Primary 122 (45.19%) 10 (43.48%)
  Intermediate 136 (50.37%) 13 (56.52%)
  Senior or Positive height 12 (4.44%) 0 (0.00%)
Year of working 0.730
  Median (IQR) 10.00 (7.00, 

14.00)
9.00 (8.00, 
12.50)

Habitation >0.999
  Rural or Township 4 (1.48%) 0 (0.00%)
  City 266 (98.52%) 23 (100.00%)
Seek psychological assis-
tance during the epidemic

>0.999

  No 265 (98.15%) 23 (100.00%)
  Female 5 (1.85%) 0 (0.00%)
Taken any psychotropic 
drugs before

0.003

  No 265 (98.15%) 19 (82.61%)
  Yes 5 (1.85%) 4 (17.39%)
Entered or passed through 
high-risk areas in the past 
month

0.221

  No 252 (93.33%) 20 (86.96%)
  Yes 18 (6.67%) 3 (13.04%)
Isolation location 0.002
  Home quarantine 159 (58.89%) 6 (26.09%)
  Hospital isolation 111 (41.11%) 17 (73.91%)
SI count <0.001
  Median (IQR) 5.00 (1.00, 8.00) 11.00 (7.50, 

15.00)
PSS count <0.001
  Median (IQR) 16.00 (11.00, 

17.00)
20.00 (17.00, 
24.50)

1n (%)

2 Chi square testing, Mann Whitney rank sum test, and Fisher’s accuracy test
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Perceived Stress Scale (PSS) scores, their years of profes-
sional experience, their overall Insomnia Severity Index 
(ISI) scores, their age, and the locations where they are 
isolated

Discussion
The results of this study support the proposed hypo-
thetical paradigm. The research found that during the full 
lifting of COVID-19 restrictions, nurses in China expe-
rienced depression [4, 5]. Traditional logistic regression 
analysis revealed that nurses with higher total scores 
on the ISI and PSS [20], as well as those with a higher 

Table 3  Comparison of baseline data between training and validation sets after sample equalization processing
Variables taxonomy 

term
Total (n = 540) Training set 

(n = 378)
Test set (n = 162) Statistic P

Isolation location, n(%) Home 
quarantine

284(52.59) 200(52.91) 84(51.85) 0.051a 0.821

Hospital 
isolation

256(47.41) 178(47.09) 78(48.15)

Entered or passed through high-risk areas in the 
past month, n(%)

No 515(95.37) 362(95.77) 153(94.44) 0.449a 0.503

Yes 25(4.63) 16(4.23) 9(5.56)
Taken any psychotropic drugs before, n (%) No 529(97.96) 369(97.62) 160(98.77) 0.747a 0.387

Yes 11(2.04) 9(2.38) 2(1.23)
Seek psychological assistance during the epi-
demic, n (%)

No 535(99.07) 375(99.21) 160(98.77) 0.24a 0.624

Yes 5(0.93) 3(0.79) 2(1.23)
Habitation, n (%) Rural or 

township
4(0.74) 3(0.79) 1(0.62) 0.048a 0.827

City 536(99.26) 375(99.21) 161(99.38)
Title, n (%) Primary 302(55.93) 208(55.03) 94(58.02) 3.177a 0.204

Intermediate 226(41.85) 164(43.39) 62(38.27)
Senior or Posi-
tive height

12(2.22) 6(1.59) 6(3.70)

Gender, n (%) Man 2(0.37) 2(0.53) 0(0.00) / 0.979b

Female 538(99.63) 376(99.47) 162(100.00)
Depression, n(%) No 270(50.00) 195(51.59) 75(46.30) 1.27a 0.26

Yes 270(50.00) 183(48.41) 87(53.70)
Age-standardized, Median (IQR) / −0.33(−0.69,0.39) −0.33(−0.69,0.39) −0.33(−0.69,0.21) 0.441c 0.658
Standardization of working years, Median (IQR) / −0.29(−0.61,0.27) −0.29(−0.59,0.27) −0.29(−0.63,0.14) 0.463c 0.644
ISI Total score standardization, Median (IQR) / −0.05(−0.75,0.65) −0.05(−0.75,0.65) −0.05(−0.75,0.65) 0.566c 0.571
PSS Total score standardization, Median (IQR) / 0.04(−0.37,0.45) 0.04(−0.37,0.45) 0.04(−0.57,0.65) −0.463c 0.642
Age, Median (IQR) / 31.00(29.00,35.00) 31.00(29.00,35.00) 31.00(29.00,34.00) 0.441c 0.658
Year of working, Median (IQR) / 9.55(7.57,13.00) 9.53(7.67,13.00) 9.55(7.47,12.18) 0.463c 0.644
ISI total score, Median (IQR) / 8.00(4.00,12.00) 8.00(4.00,12.00) 8.00(4.00,12.00) 0.566c 0.571
PSS total score, Median (IQR) / 17.00(15.00,19.00) 17.00(15.00,19.00) 17.00(14.00,20.00) −0.463c 0.642
Note a. Chi-square test; b. Fisher’s exact probability method; c. Mann Whitney rank sum test

Table 4  Prediction efficiency analysis of different models in the training set
Classifica-
tion model

AUC
(95%CI)

Cut off
(95%CI)

Accuracy 
(95%CI)

Sensitivity
(95%CI)

Specificity
(95%CI)

Positive pre-
dictive value
(95%CI)

Negative 
predictive 
value
(95%CI)

F1 score
(95%CI)

Kappa
(95%CI)

XGBoost 0.95 
(0.88–1.00)

0.48
(0.46–0.50)

0.85
(0.82–0.88)

0.95
(0.91–0.98)

0.87
(0.80–0.93)

0.85
(0.80–0.91)

0.87
(0.82–0.92)

0.90
(0.86–0.93)

0.70
(0.64–0.77)

logistic 0.86 
(0.74–0.97)

0.39
(0.37–0.41)

0.77
(0.74–0.80)

0.87
(0.83–0.92)

0.75
(0.69–0.82)

0.73
(0.69–0.76)

0.85
(0.79–0.90)

0.79
(0.76–0.82)

0.54
(0.47–0.60)

AdaBoost 0.93 
(0.85–1.00)

0.50
(0.50–0.50)

0.85
(0.81–0.88)

0.95
(0.91–0.98)

0.81
(0.75–0.88)

0.84
(0.80–0.87)

0.89
(0.82–0.96)

0.89
(0.86–0.91)

0.69
(0.62–0.76)

SVM 0.88 
(0.78–0.99)

0.45
(0.41–0.49)

0.80
(0.76–0.84)

0.92
(0.86–0.98)

0.77
(0.72–0.83)

0.76
(0.71–0.80)

0.86
(0.80–0.91)

0.83
(0.78–0.87)

0.59
(0.52–0.67)
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proportion who had taken psychiatric medication and 
been hospitalized, were directly affected by the level 
of depression and prognosis. A preliminary literature 
review indicates that nurses on the front line against 
COVID-19 experienced moderate to severe insomnia 
and were prone to depression [21]. Similar studies have 

shown that during the epidemic prevention and control 
period, nurses exhibited varying degrees of depression 
and insomnia [22, 23]. This may be attributed to the high-
intensity work patterns that nurses typically face, and 
even after the full lifting of restrictions, they still face the 
risk of infection. Compared to general nurses, they are 

Fig. 2  The main contribution characteristics of XGBoost model in predicting depression in clinical nurses

 

Fig. 1  ROC curves of XGBoost model in training and testing sets. Note: A. The ROC curves of different models including XGBoost model in the training 
set; B. The ROC curve of the XGBoost model in the test set
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more susceptible to depression and insomnia. Therefore, 
we should strengthen the early monitoring and identi-
fication of nurses who have been working since the full 
lifting of restrictions, especially when they exhibit typi-
cal symptoms such as insomnia. Nurses who were iso-
lated in hospitals due to infection control measures often 
had to deal with a large number of infected or suspected 
patients. Due to inadequate preparation, long working 
hours, insufficient support from medical professionals, 
and an imbalance in the nurse-to-patient ratio, nurses 
typically experienced moderate to high stress levels [24]. 
When individuals experience long-term stress related 
to COVID-19, they may be at risk of developing mental 
health issues, such as depression and anxiety [25]. There-
fore, nursing managers should prioritize reasonable iso-
lation models or comprehensive quarantine methods to 
address future epidemics. The use of psychiatric medica-
tion related to nurses’ mental health issues after the full 
lifting of restrictions. This result is similar to the findings 
of [26], who conducted research on patients in nursing 
homes. During the first wave of the COVID-19 pan-
demic, many patients required psychiatric medication 
and analgesics to alleviate pain. In our study, the use of 
psychiatric medication has been identified as one of the 
risk factors for depression. This is mainly due to the lack 
of strict government control policies after the full lifting 
of restrictions, allowing people to move freely inside and 
outside the hospital, leading to an increase in the number 
of infections. Hospitals had to continue to admit infected 
patients, even beyond their capacity, causing nurses to 
have to care for suspected or infected patients in a short 
period of time. From December 2022 to March 2023, 
within three months after the first wave of COVID-19, 
most studies [5, 27, 28] indicate that nurses have a signifi-
cant tendency towards depression. In order to continue 
working and combat the fully lifted COVID-19, some 
nurses chose to take psychiatric medication to manage 
their mental health issues. As nursing managers, it is not 
only necessary to follow traditional methods of manag-
ing nursing staff but also to choose appropriate strategies 
that adapt to the current environment and prepare for 
similar future epidemics.

Experts and researchers have begun to explore how 
machine learning algorithms can be used to diagnose 
individuals with depression [29]. A study utilizing data 
from the United States National Health and Nutrition 
Examination Survey (NHANES) from 2011 to 2018 
employed machine learning models to identify risk fac-
tors for individuals with depression. The study developed 
models using Support Vector Machine (SVM), CatBoost, 
Backpropagation (BP), and deep learning algorithms, and 
compared the accuracy of these four methods in predict-
ing depression in the test set. The best accuracy exceeded 
0.8 [6]. The research indicated that sleep disturbances, 

age, and perceived stress could be significant risk fac-
tors in detecting depression. At the onset of the COVID-
19 pandemic, machine learning methods were used to 
study mental health disorders among nurses in the Asia-
Pacific region. Gradient boosting, random forests, and 
LightGBM, which are machine learning models based on 
decision trees, were used to predict psychological stress 
characteristics (such as depression), with an accuracy 
exceeding 0.784 [7]. Age and years of employment were 
considered factors affecting the mental health of nurses. 
For instance, due to a lack of sufficient work experience 
during COVID-19, younger nurses were more prone to 
adverse mental health outcomes. During the COVID-19 
pandemic, a study was conducted using machine learn-
ing methods (XG Boost) to identify depression in the 
Chinese population, involving data from 29,841 partici-
pants. The accuracy of XGBoost was 0.75, higher than 
similar studies using logistic regression. This suggests the 
stability and reliability of the XGBoost model. The results 
indicated that, due to potential cognitive control deficits, 
the elderly may be more susceptible to comorbidities 
and depression during the pandemic than younger indi-
viduals. With lower perceived stress and hospital isola-
tion, some nurses were more likely to feel stressed due to 
concerns about the virus and exposure to it. There was a 
potential for close contact. In these cases, the XGBoost 
algorithmic model outperformed the logistic algorithmic 
model, providing methodological guidance for identi-
fying risk factors for depression during the COVID-19 
period [30, 31]. Nonetheless, comprehensive research on 
the risk factors for depression among nurses after the full 
lifting of restrictions is still lacking.

The results of both logistic regression and the four 
machine learning methods indicate that PSS scores, ISI 
scores, and places of isolation are the same risk factors 
that can be used to detect depression among nurses. The 
differences in the results of the four machine learning 
methods also include years of work experience and age. 
In addition to the previous use of psychiatric medication, 
the main reasons for this study are as follows: The aver-
age age of our study participants is 32.00 years [ranging 
from 29.00 to 36.00 years), they have limited work expe-
rience, are still young, and thus lack the necessary cop-
ing mechanisms for emergencies. Moreover, they have 
excessive work burdens and lack professional training, 
all of which make nurses more susceptible to depression. 
Psychiatric medication was found not to be a risk factor 
for nurse depression, contrary to the results of [32]. The 
main reason is that although psychiatric medication can 
alleviate mental illnesses in nurses, professionals, such as 
nurses, are aware that these medications can also lead to 
unwanted side effects. Traditional views equate medica-
tion with chronic poison. In China, despite the high risk 
of developing depression for most nurses, they usually 
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do not have time to consider this issue. The heavy work-
load they face prevents them from properly taking care 
of their own health, and mental health issues are often 
neglected. Many nurses simply attribute their fatigue to 
physical exhaustion and do not consider themselves in 
need of psychiatric medication.

This study established a classic logistic regression 
model and three other machine learning models to exam-
ine the risk factors for nurse depression during the full 
lifting of COVID-19 restrictions. After comparison, the 
XG Boost model was ultimately determined to perform 
the best. The study showed a significant discriminative 
effect on the prevalence of risk factors for nurse depres-
sion after complete lifting (F1 score = 0.90 [0.86–0.93], 
AUC = 0.920). A study on the mental health status of 
nursing personnel and models during public health 
emergencies yielded similar results to this study, indi-
cating that the accuracy of using random forests, arti-
ficial neural networks, support vector machines, and 
gradient boosting machines can effectively predict the 
mental health status of nursing personnel during pub-
lic health emergencies. The main reason is that in [33], 
study, public health events included data on Severe Acute 
Respiratory Syndrome (SARS], Middle East Respiratory 
Syndrome (MERS), and COVID-19. However, the study 
did not continue to detect which machine learning model 
is the best.

Compared with other machine learning algorithms, 
the XGBoost algorithm demonstrates fast training 
time, high efficiency, and strong generalization ability. 
Regression and classification are two widely used areas 
for it [34, 35]. The XGBoost model shows high relative 
importance in the analysis of the relative importance of 
indicators, compared to a small number of indicators. 
Compared with the other three machine learning algo-
rithms, the XGBoost model can achieve high accuracy 
with fewer features. In clinical practice, partial or miss-
ing indicators are more useful. Therefore, by evaluating 
the performance of the model. In this study, we success-
fully identified key risk factors for depression among 
nurses and developed effective predictive models using 
various machine learning models. Nevertheless, we rec-
ognize that other advanced analytical methods, such as 
random forest and SHAP (Shapley Additive Explana-
tions) analysis, may offer deeper insights into the assess-
ment of depression risk among nurses. Random forest is 
renowned for its robust predictive power and adaptabil-
ity to complex data structures, capable of handling a large 
number of input variables and providing more stable pre-
diction outcomes. Meanwhile, SHAP analysis enhances 
model interpretability by quantifying the contribution 
of each feature to the model’s predictions, helping to 
reveal the complex relationships between risk factors 
and depression risk. Therefore, we suggest that future 

research explore the application of these methods in the 
assessment of depression risk among nurses to further 
optimize predictive models and provide more targeted 
intervention strategies for clinical practice.

Conclusion and limitation
When it comes to predicting the risk of depression 
in nurses who worked during the full liberalization of 
COVID-19, the XGBoost model outperforms the other 
three machine learning algorithms. This makes it use-
ful for screening out the high-risk group of nurses who 
experienced depression during the full liberalization of 
COVID-19, based on early clinical characteristics. How-
ever, it is important to note the limitations of this study. 
First, the sample size is relatively small and was con-
ducted at a single location, which may limit the general-
izability of the findings. Future studies should consider 
larger, multi-center samples to validate the model’s per-
formance across different populations. Second, while 
the XGBoost model demonstrated high predictive accu-
racy in this study, its performance may vary in other 
datasets. Therefore, external validation on more diverse 
datasets is necessary to confirm the model’s robustness. 
Third, the study only focused on a limited set of risk fac-
tors and did not explore other potential factors such as 
socioeconomic status, personal history of mental illness, 
or support systems. Future research should consider a 
broader range of variables to provide a more compre-
hensive understanding of depression risk among nurses. 
In conclusion, this study provides valuable insights into 
the risk factors for depression among nurses during the 
COVID-19 pandemic. The XGBoost model identified key 
risk factors and demonstrated strong predictive perfor-
mance. However, further research is needed to address 
the limitations identified and to develop more robust and 
generalizable models.

Relevance for clinical practice
We recommend increasing awareness of nurses’ psycho-
logical support services following the comprehensive 
liberalization phase of the COVID-19 pandemic. This 
includes creating counseling and assistance programs, 
promoting initiatives to support nurses’ psychological 
well-being, and ensuring access to psycho-behavioral 
therapy if necessary. The findings of this study can be 
used to identify the characteristics of nurses who are 
more prone to experiencing depression and other health 
issues. By employing the best model to accurately detect 
risk factors for depression, interventions can be imple-
mented to focus on the necessary support, especially for 
medical workers who are at higher risk of mental health 
issues, such as nurses. To analyze the risks during and 
after the pandemic, a follow-up evaluation of coping 
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mechanisms and assessment techniques is suggested for 
future study.
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